
Multi-Agent Uncertainty Sharing for Cooperative MARL

1/11



Motivation1

Method2

Experiments3

Conclusion4

Contents
2/11



1 Motivation
• Core Problem

• What will the partial observability cause?

• Uncertainty of agents for action value estimations

• What’s worse in multi-agent reinforcement learning?

• The uncertainty of each agent for a same action value can be different, which harms the 
cooperative exploration for the joint action space.

• The existing works with CTDE neglect the uncertainty of agents in 
MARL.
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• How can we do to deal with the “uncertainty” in MARL?
• Bayesian neural network to quantify the uncertainty.

• Combine with the Thompson Sampling to select actions for each agent.

• Enough?

• No! 
• Besides, we impose the uncertainty sharing mechanism to align all the agents’ 

uncertainties to improve cooperative exploration and stabilize the training.

2 Method
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2 Method
1.Thompson Sampling

2.Target value generation

3.Loss function
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3 Experiments
MAUS

Testing environment：the StarCraft Multi-Agent Challenge (SMAC)
Metric：test winning rate

Enemy：Built in heuristic rules  vs   Ally：The learned policy network

······
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3 Experiments
Selected Maps
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3 Experiments
Performance
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3 Experiments
Ablation study: MAUS_MAP vs MAUS_MAC
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4 Conclusion

•What we do?
•A simple yet effective method called MAUS
• Bayesian neural network to quantify the uncertainty
• Imposing the uncertainty sharing mechanism

•Future?
•Uncertainty for credit assignment in MARL
• Breaking the distribution type constraint by the Bayesian 

hypernet
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Thank you all for listening!
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