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Background
• Time Series Supplier Allocation
Time Series Supplier Allocation (TSSA) is to reduce discrepancies and boost efficiency by optimizing supplier 
capabilities to precisely match order quantities in the future

• Black-litterman Model

• DeepLearning

The Black-Litterman (BL) Model, which originated from the field of financial portfolio management, 
has a core concept: it incorporates investor subjective perspectives (perspective matrix) to adjust 
investment decisions, thereby balancing expected returns with investment risks to determine optimal 
asset allocation ratios.

Deep learning (DL) frameworks have emerged as leading solutions to capture non-linear correlations for 
analysis



Challenges
 C1. Spatio-Temporal Dynamics.

As shown in the GREEN rectangle, an increase for 
A whereas a decrease for B compared to their 

previous levels at time ��−1 respectively.

 C2. Lack of Supervisory Signals.

 C3. Data Unreliability. 
As shown in the RED rectanglethe, the absence of historical orders for supplier C 
obscures their supply potential and associated risks.

Training deep learning models with perspective 
matrices is challenging due to insufficient 
supervisory signals, so our focus is developing 
appropriate training signals.



Method
The method of DBLM contain four parts: 

Data Preparation, STGNN Encoder, Black-Litterman Model and Masked Ranking Loss



Method

Data preparation and STGNN Encoder

Spatial Convolution Layer.

Temporal Convolution Layer

Encode the prepared supplier sequence features {Ft−p, ··· , Ft} and dynamic propagation matrices At−p:t to 
obtain representations in both spatial and temporal dimensions.



Method

Black-Litterman Model

• Automatically generate perspective matrices that reflect market dynamics

• Adjust return and risk parameters based on perspective matrices



Method

 Masked Ranking Loss

• Construct ranking loss based on Spearman correlation coefficient

• Introduce masking mechanism to reduce the impact of unreliable data

• Guide model learning through monotonicity optimization



Experiment
Dataset

  The MCM dataset comprises supply and order data from 401
suppliers over 240 weeks,

  The SZ dataset includes data from 218 suppliers across 2 years (731 days).

DBLM shows outstanding performance and achieves state-of-the-art scores on almost all metrics. 



Summary

•  DBLM is the first initiative to integrate financial investment 
management strategies with supply chain demand challenges.

• We introduce a novel masked ranking loss to guide the training of 
DBLM, which is implemented by the Spearman rank correlation 
coefficient.

•  Our comprehensive experimental evaluation on two supplier 
allocation datasets demonstrates the superior performance of DBLM 
over existing baselines.
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